
Rational Overoptimism (and Other Biases)

By ERIC VAN DEN STEEN*

Rational agents with differing priors tend to be overoptimistic about their chances
of success. In particular, an agent who tries to choose the action that is most likely
to succeed, is more likely to choose an action of which he overestimated, rather than
underestimated, the likelihood of success. After studying the comparative statics of
this mechanism, I show that it also causes agents to attribute failure to exogenous
factors but success to their own choice of action, to disproportionately believe that
they will outperform others, to overestimate the precision of their estimates, and to
overestimate their control over the outcome. (JEL A12, B49, C70, D81, D84)

Human inference and estimation is subject to
systematic biases. The evidence shows, for ex-
ample, that people are overoptimistic about fu-
ture life events (Neil D. Weinstein, 1980, 1982,
1984, and the reviews therein), that they tend to
attribute success to their own actions but failure
to external factors (Miron Zuckerman, 1979;
Susan Fiske and Shelley Taylor, 1991; Roy F.
Baumeister, 1998; Thomas S. Duval and Paul J.
Silvia, 2002), that they overestimate their con-
tribution in joint projects (Michael Ross and
Fiore Sicoly, 1979), that they overestimate the
precision of their estimates (Stuart Oskamp,
1965), and that they also overestimate the de-
gree to which they have control over an out-
come (Ellen J. Langer, 1975).

The economics and psychology literature has
suggested various explanations for these phe-
nomena, which I discuss in more detail below.
The purpose of this paper is to propose an
alternative mechanism that is structurally differ-

ent from the explanations forwarded by the ex-
isting literature.

The basic idea is as follows. If agents some-
times overestimate and sometimes underesti-
mate the probability of success of an action
(relative to other agents) and try to select the
action with the highest probability of success,
then they are more likely to select actions of
which they overestimated the probability of
success. They will therefore tend to be overop-
timistic (relative to these other agents) about the
likelihood of success of the actions they under-
take. This mechanism is similar to the winner’s
curse: in both cases, random variation plus sys-
tematic choice lead to a systematic bias.

The purpose of this paper is to formalize this
“choice-driven overoptimism” mechanism, de-
rive comparative statics, and show that it can
lead to the other biases mentioned above. To
that purpose, I build a simple model in which an
agent has to choose an action, but agents may
openly disagree about the likelihood of success
of alternative actions. In particular, I assume
that the agents’ beliefs are independently and
identically distributed (i.i.d.). The disagreement
combined with optimizing behavior will lead
the agent to be positively biased about the con-
sequences of his own actions, relative to others.

The bias increases in the number of distinct
alternatives, keeping the dispersion of priors
constant while still assuming that the agents’
beliefs are independent. The bias also increases
in a mean-preserving spread of the distribution
of prior beliefs, but it tends to disappear with
sufficient experience with the particular choice
problem. Finally, the bias will increase in the
importance of success if there is complementary
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effort by the agent. As I argue in Section III, all
but the last of these comparative statics empir-
ically distinguish this theory from others. At
this point, however, the existing evidence does
not allow us to make that distinction.

I then show that this same mechanism can
also cause the following biases.

● More than 50 percent of a population believe
that they will do better than the median.

● Agents tend to attribute success to their own
choice of action and failure to exogenous
factors. In a cooperative venture, they tend to
attribute success to their own choice of action
and failure to the action choice of their
associate.

● Agents tend to overestimate the precision of
their estimates.

● Agents tend to overestimate the control they
have over the outcome.

Literature.—There is an extensive psychol-
ogy and a rapidly growing economic literature
on the topic of judgment biases. The psychol-
ogy literature provides essentially two types of
explanations for these phenomena. The first
type are motivational theories, i.e., theories that
posit that the biases exist since they (subcon-
sciously) benefit the agent through, for exam-
ple, self-esteem maintenance. The general idea
is that agents hold the beliefs that make them
most happy or most successful (Zuckerman,
1979; Baumeister, 1998). Hans K. Hvide (2002)
and Markus K. Brunnermeier and Jonathan A.
Parker (2003) assume that such beliefs are the
outcome of an intentional choice process and
develop economic models to study the optimal
choice of beliefs, in which the agents trade off
current happiness against the cost of future in-
correct decisions.

Some authors in the psychology literature
have challenged the motivational view by for-
warding cognitive explanations, i.e., theories
that attribute the biases to information process-
ing effects that are either benefit-neutral or may
even hurt the agent’ s mental health or general
well-being. Dale T. Miller and Michael Ross
(1975), for example, cite experimental evidence
that people are more likely to accept responsi-
bility for expected outcomes and that people
generally expect to succeed. They note that
these two combine to a self-serving bias. In the
end, however, such cognitive biases also seem

to be driven by motivation (Zuckerman, 1979).
This is made more explicit in theories of “mo-
tivated reasoning” (Ziv Kunda, 1990) where
people’ s memory and reasoning is affected by
their motivation. A number of economists have
followed a similar line by appealing to Bayesian
decision makers with some motivated limitation
or biases in their information processing capa-
bilities. Matthew Rabin and Joel Schrag (1999),
for example, show how a confirmatory bias may
lead to overconfidence. Roland Benabou and
Jean Tirole (2002) show how self-serving biases
can arise if people have (endogenously chosen)
imperfect recall. Olivier Compte and Andrew
Postlewaite (2003) show that self-serving biases
in interpreting or remembering outcomes may be
optimal if an agent’s performance depends on her
self-confidence. Isabelle Brocas and Juan D.
Carrillo (2002) and Ján Zábojnı́k (2004) present
models in which people can learn about their
abilities and, as a consequence, more than half the
population end up considering themselves better
than the median, although there is no bias on
average. Ronit Bodner and Drazen Prelec (2003)
study how people might take certain actions to
signal to themselves that they possess some desir-
able but imperfectly observable trait, such as kind-
ness or intelligence, and they conclude that people
become overoptimistic if they are not fully aware
of their self-signaling incentives.

The key distinction between the model in this
paper and these theories is that the current
mechanism does not focus on the agent’ s mental
processes but instead on the situation, i.e., on
the agent’ s choice of action. The bias does not
originate in the process of deriving beliefs about
the consequences of a particular action, but in
the choice of which particular belief is relevant,
through the agent’ s choice of action. This will
give rise to very different comparative statics
and to different remedies.

This choice-driven endogenous overopti-
mism is structurally similar to the winner’ s
curse (Edward Capen et al., 1971), regression
towards the mean (Daniel Kahneman and Amos
Tversky, 1973), post-decision surprises (Keith
C. Brown, 1974; J. Richard Harrison and James
G. March, 1984), and Edward Lazear’ s (2004)
explanation for the Peter Principle (Laurence
Peter and Raymond Hull, 1969). Brown (1974),
for example, discusses how this kind of mech-
anism causes investment projects to fall short of
their estimated revenue. Luis Santos-Pinto and
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Joel Sobel (2003) generalize this model by in-
cluding investments in skills or technologies
and derive some interesting new conclusions.
There are also some papers that develop similar
arguments in other contexts. In the finance lit-
erature, Michael Harrison and David M. Kreps
(1978) and Stephen Morris (1996) have ap-
pealed to a similar mechanism with heteroge-
nous priors to explain why equity prices might
exceed agents’ valuations, especially at the time of
the equity offering. Olivier Compte (2002) shows
that with differing priors, the winner’s curse also
applies to the independent private values case.

The contribution of this paper is to formalize
this overoptimism mechanism in a general
form, to demonstrate how it can cause several
other well-known judgment biases, and to de-
rive comparative statics that determine when
these biases will be most pronounced and allow
verification of the model. The analysis also has
some very practical implications. It suggests,
for example, that many experiments may actu-
ally underestimate the importance of the bias. It
also suggests some practical measures that can
reduce or eliminate the bias.

Section I derives the basic overoptimism re-
sult. Section II derives the comparative statics
and Section III discusses the role of differing
priors and potential tests of the theory. Section
IV shows how this mechanism can cause other
well-recognized biases. Section V concludes. The
Appendix considers generalizations of the theory.

I. Choice-Driven Overoptimism

To formalize the overoptimism result, con-
sider J agents who each choose an action out of
a set of N potential actions an. The outcome of
choosing an action will be either a success or a
failure. In choosing the action, the agent tries to
maximize the likelihood of having a success. In
particular, assume that agents are risk-neutral
revenue maximizers and that a success gives a
payoff 1, while failure gives payoff 0.

An action’ s probability of success is uncer-
tain. All agents have subjective beliefs about
this probability. These beliefs may differ but are
common knowledge, i.e., agents have differing
priors.1 In particular, let Fn

i denote agent i’ s

prior belief distribution regarding the probabil-
ity of success of action an. Assume that F n

i has
full support [0, 1] and mean pn

i . Note that pn
i �

� p dFn
i is the overall likelihood of success of

action an according to agent i. This mean is all
that matters to the results. To simplify, I will
therefore formulate the ex ante distribution of
beliefs in terms of the distribution of the pn

i . In
particular, assume that the pn

i are i.i.d. draws
from an atomless distribution G on [p, p�] � [0,
1], i.e., pn

i � G[p, p�] with p � p� . Let G denote
the joint distribution, i.e., G � � NG. Note that
G is not some kind of prior and agents do not
have any private information. The distribution
G just represents the empirical variation in the
beliefs of the agents.2

The key result of this paper is that agents are
relatively overoptimistic about their likelihood
of success. Let Yi denote the project chosen by
agent i. Let � i

j denote the likelihood according
to agent j that agent i will be successful (where
we allow j � i).

PROPOSITION 1: When the number of ac-
tions N � 1, @j � 1,

● EG[�1
1 � � 1

j ] � 0
● �1

1 � �j
1 � 0, while EG[�1

1 � �j
1] � 0.

PROOF:
The distribution of pY1

1 , a first-order statistic,
is GN(p). The distribution of p Y1

j is G(p), since
Y1 is a randomly selected action from j’ s per-
spective. By integration by parts, EG[�1

1 �
� 1

j ] � �p
p� G(x) � GN(x) dx. This equals

zero when N � 1 and is strictly larger than
zero when N � 1. The second part of the prop-
osition follows directly from revealed prefer-
ence and the fact that EG[� 1

j ] � EG[�j
1].

1 Differing beliefs do not contradict the economic para-
digm: while rational agents should use Bayes’ rule to update

their prior with new information, nothing is said about those
priors themselves, which are primitives of the model. In
particular, absent any relevant information, agents have no
rational basis to agree on a prior. John C. Harsanyi (1968)
observed that “by the very nature of subjective probabilities,
even if two individuals have exactly the same information
and are at exactly the same high level of intelligence, they
may very well assign different subjective probabilities to the
very same events.” For a more extensive discussion, see
Morris (1995) or Van den Steen (2001).

2 Whether agents know G is immaterial to the model.
Note, though, that belief realizations are assumed to be
common knowledge.
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The first part of the proposition says that the
expected overoptimism of one agent according
to another is strictly positive, as long as there is
more than one action. If agent 1 is the CEO of
a company and j is a shareholder, then the CEO
will be overoptimistic about the probability of
success of his strategy, according to that share-
holder. The second part of the proposition says
that any agent expects to do better than others.
A direct consequence of the second part is that
more than 50 percent of the population expect to
do better than the median. If driver quality is
measured by the probability of having an acci-
dent, the set of actions are different driving
styles, and “success” is the event of avoiding an
accident, then more than 50 percent of the pop-
ulation will believe that they drive better than
the median driver.

Note also that, following the proof of the
proposition, EG[�1

1 � � 1
j ] � 0 when the number

of actions N � 1. The agent will only be over-
optimistic when she has a choice of action. This
highlights the key role of choice in this model
and has three important implications.

1. By eliminating choice, we can eliminate the
overoptimism generated by this mechanism.
This suggests two ways to reduce the bias:
the separation of decision rights and the use
of outsiders to estimate the likelihood of
success after a project has been selected.

2. Experimental studies that limit the agents’
freedom of action, as they often do, will
underestimate the magnitude of the bias.
This is related to the notion of “weak” versus
“strong” environments (Walter Mischel,
1977; Mark Snyder and William J. Ickes,
1985).3

3. Whenever agents are overoptimistic but did
not have a choice, a different mechanism
must be at work.

The Appendix shows that this basic result holds
for a wide class of belief distributions and that

it can be generalized to overestimation of ex-
pected utility for very general utilities, choice
spaces, and state spaces.

II. Comparative Statics

This section derives four comparative statics.
The bias increases in the number of distinct
alternatives and in the variance of the beliefs,
and disappears with sufficient experience with
the particular decision at hand. It also increases
in the importance of the decision when effort is
complementary to success.

A. Number of Distinct Alternatives

The first result says that both the agent’ s
overoptimism according to others and the de-
gree to which he believes that he will do better
than others, increase in the number of distinct
alternatives, keeping the dispersion of beliefs
for each alternative constant.

PROPOSITION 2A:
dEG	�1

1 � � 1
j 


dN
� 0 and

dEG	�1
1��j

1


dN
� 0.

PROOF:
Since EG[�1

1 � � 1
j ] � �p

p� G(x) � GN(x) dx
and @x � (p, p�), GN(x) decreases strictly in N,
the result is immediate. The second part follows
as before.

The assumptions that the realizations are in-
dependent and that the dispersion of beliefs over
each action is kept constant are important. If we
created more replicas of the same actions, and
thus of the same beliefs, the overoptimism
would not increase. This is important for em-
pirical and experimental tests of the theory.

This comparative static also has practical im-
plications. An agent who can choose his own
projects will be more optimistic than one who
gets assigned his projects. This may be one
reason why entrepreneurs often seem more
overoptimistic than regular employees. It also
implies that restricting a manager’ s degrees of
freedom may reduce her bias.

For an experimental test of the theory, it is
useful to derive a slightly different but closely

3 A “strong” setting is one that “ lead[s] everyone to
construe the particular events in the same way, induce
uniform expectancies regarding the most appropriate re-
sponse pattern, [...]” (Mischel, 1977), while “weak” settings
are exactly the opposite. Ickes (1982) and Snyder and Ickes
(1985) have argued that experiments have traditionally fo-
cused on “strong” settings and that shifting the focus to
weak settings would lead to more significant results.
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related result. Let Yi again denote the action
choice of agent i.

PROPOSITION 2B:
dP	�1

1 � � 1
j �Y1 � Yj


dN
� 0.

PROOF:
Combining P[�1

1 � � 1
j ] � �0

1 [�u
1 dGN(v)]g(u) du

�
N

N � 1
and P[�1

1 � � 1
j ] � P[�1

1 � � 1
j �Y1 �

Yj]P[Y1 � Yj] � P[�1
1 � � 1

j �Y1 � Yj]P[Y1 � Yj]

gives P[�1
1 � � 1

j �Y1 � Yj] �

N

N � 1
�

1

2N

1 �
1

N

�

1 �
1

2�N � 1

which increases in N.

This result says that the probability that an
agent is considered overoptimistic by some
other agent, conditional on the two agents
choosing different actions, increases in the
number of distinct alternatives. This compara-
tive static is robust to actions having different
belief distributions, as long as these distribu-
tions are still independent. This makes it very
useful for experimental tests. The reason for
conditioning on the agents’ choosing different
actions is to make sure that this comparative
static distinguishes this theory from the others.

The following proposition gives some idea
where the increase in alternatives can lead. It
says that, in the limit, the probability of being
considered overoptimistic approaches 1.

PROPOSITION 2C: For any j � 1, as N3 �,
P[�1

1 � � 1
j � 0] 3 1.

PROOF:
P[�1

1 � � 1
j ] � �p

p� 1 � P[�1
1 � x] dG(x) � �p

p�

(1 � GN(x)) dG(x) ™™3
N3�

1.

B. Variance of Belief Distribution

The overoptimism also increases in a mean-
preserving spread of the distribution of the priors.

PROPOSITION 3: If H is a mean-preserving
spread of G, then EH[�1

1 � � 1
j ] � EG[�1

1 � � 1
j ]

and EH[�1
1 � �j

1] � EG[�1
1 � �j

1] @N � 1.

PROOF:
Since H is a mean-preserving spread of G,

EH[� 1
j ] � EG[� 1

j ] and idem for �j
1. It thus

suffices to show that EH[�1
1] � EG[�1

1] or
[1 � �0

1 HN] � [1 � �0
1 GN]. For any k such

that 0 � k � N � 1, integration by parts implies

�
0

1

�G � H
GN � k�1Hk dx

� �GN � k�1Hk �
0

y

�G � H
 dx�
0

1

� �
0

1 ��
0

y

�G � H
 dx� d�GN � k�1Hk


� ��
0

1 ��
0

y

�G � H
 dx� d�GN � k�1Hk
 � 0

by the definition of mean-preserving spread and
the fact that GN�k�1Hk is a distribution func-
tion. Repeated application implies the result.

In other words, there will be no bias when all
agents have a common prior, and the bias will
increase as there is more open disagreement. We
would therefore conjecture that managerial over-
optimism is more prevalent in industries where
there is a lot of disagreement about the merits of
alternative strategies or alternative technologies.
Proposition 4 suggests that this would be more
typical for new industries or new technologies.

An earlier working paper, Van den Steen
(2002), obtains results on all the higher-order
moments of the priors distribution using a more
general definition of stochastic dominance. It
shows, for example, that the bias will be stron-
ger when the distribution is positively skewed.

C. Previous Experience

It also seems intuitive that the bias would
disappear as the agents gain more experience
with the alternatives, since the disagreement
will decrease with experience. To make this
more precise, I need to modify the setting to a
repeated version of the game in Section I. Con-
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sider therefore an infinitely repeated choice
problem, with a discount factor 	 � (0, 1). The
prior beliefs of the agents are as specified in
Section I. For simplicity, assume that in each
period, agent 1 (and agent 1 only) publicly
chooses an action an out of a set of N actions. At
the end of the period, all agents learn the out-
come. In this case, the true probabilities of
success will play a role. Assume that they are
also independent draws from the G distribution.
This situation is the well-known multi-armed
bandit problem with independent arms and geo-
metric discounting. Let the index t denote the
period. Let (�, F, P) denote the probability space
generated by the outcomes. The following propo-
sition says that in the limit the agent’s perceived
overoptimism about his own action disappears.

PROPOSITION 4: As t 3 �, �1,t
1 3 � 1,t

j with
P-probability one.

PROOF:
Note first that, by Michael Rothschild (1974),

the agent will eventually settle on an action with
probability 1. Since each prior had full support,
merging (David Blackwell and Lester E.
Dubins, 1962) implies that both �1,t

1 3 p̂ and
� 1,t

j 3 p̂ with P-probability 1 so that �1,t
1 3 � 1,t

j

with P-probability 1.

Since I limited the setting to one agent taking
actions, there is some probability that in the
limit the agent still thinks his own action is
better than what some other agent would under-
take. The proposition also does not say that the
convergence is monotone over time. In fact, it is
possible to find counterexamples to such mono-
tone convergence, although they seem to be
fairly extreme cases. Note also that biases need
not disappear if all employees have a finite
lifetime and are succeeded by new employees
who learn imperfectly about the past. While
Proposition 4 suggests that managerial overop-
timism may be more prevalent in new industries
and for new technologies, we have to be careful
with this interpretation due to the possible lack
of monotone convergence.

D. Importance of Success in the Presence of
Complementary Effort

Consider now the following extension. As-
sume that success also depends on the agent’ s

effort. In particular, if the agent spends effort
e � [0, 1] and undertakes action an, then he
believes that his expected probability of success
is epn

i . Let the agent’ s cost of effort c(e) be
strictly increasing and strictly convex with
c(0) � 0 and c�(0) � 0. Let his benefit from a
success be 
 � 0 and his benefit from a failure
be 0. Let �j

i include the effect of effort.

PROPOSITION 5: The expected biases EG[�1
1 �

� 1
j ] and EG[�1

1 � �j
1] increase in 
.

PROOF:
For the first part, assume that agent 1 consid-

ers an to be optimal. He then solves
maxe�[0,1]
epn

i � c(e) which has a unique so-
lution ê that increases in 
. The �1

1 and � 1
j are

now respectively êpn
i and êp n

j , so that the dif-
ference increases in 
. The second part is
analogous.

This result captures the intuitive notion that
on less important things, agents will spend less
effort and thus have less reason to become over-
optimistic or believe that they will do better
than others. It is important to note that the
result is sensitive to the specification. The
specification above, however, seems to be the
most natural. Note also that this comparative
static does not depend on the process by
which the bias is generated. It can therefore
not be used to distinguish this model from
others.

III. Discussion

Differing Priors.—A natural question is
whether we need differing priors to obtain the
mechanism in this paper. In particular, it may
seem that even with common priors, an agent
will tend to choose the actions of which he
overestimated the probability of success. In that
case, however, the agent will be aware of his
tendency, and take it into account in his infer-
ences and decisions. In particular, to take into
account this bias, his estimate will be lower than
his signal. As a consequence, it cannot happen,
for example, that on average more than 50 per-
cent of the agents expect to do better than the
median. The reason why such “de-biasing” does
not happen with differing priors is that (by
definition) the agent is convinced that his prior
is correct and that all other people are wrong.
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The agent’ s signal is his belief. He does not see
a need to de-bias.

Potential Tests of the Theory.—The existing
body of experimental evidence does not allow
us to clearly distinguish this theory from the
motivational and cognitive theories. On the
other hand, however, the theory does make pre-
dictions that allow such distinction; in particular
the predictions regarding the effect of the num-
ber of distinct alternatives, the effect of a mean-
preserving spread of the priors distribution, and
the effect of experience.

To see that these predictions indeed distin-
guish this theory from the others, note that the
pure motivational theories are forward looking
and relate only to what the agent ends up doing.
As a consequence, their conclusions are inde-
pendent of the number of alternatives, the priors
of other agents, and any past experience. In the
cognitive theories, the number of alternatives
and the priors of other agents also have no role.
Past experience, however, is a key factor, al-
though none of these theories seems to predict
that the bias will decrease with experience. On
the contrary, it is precisely the past experiences
that create the bias in, for example, Benabou
and Tirole (2002).

IV. Relationship to Other Biases

This mechanism can also cause some other
well-recognized biases. In analyzing these, I
will work with simple variations on the original
model. While this approach limits the scope of
the results, it exposes most clearly the links
between the different models.

A. Asymmetric Attribution of Causality of
Success and Failure

An important further effect of the mechanism
is that it also leads to biased attributions of
causality. In particular, from another agent’ s
perspective, the agent will underestimate the
role of exogenous factors when he has a success
and overestimate their role in case of failure.

To see this more formally, extend the model
in Section I to allow the likelihood of success to
depend both on the action choice and on an
exogenous factor. In particular, let the probabil-
ity of success be �pn � (1 � �)� where � �
(0, 1) is fixed and known, and represents an

exogenous factor. As before, pn is a probability
of success that still depends on the chosen ac-
tion, an. The factor � is a random variable that
is not observed but is commonly known to have
a distribution without atoms, H, on [�, �� ] �
[0, 1]. The factor � determines the degree to
which the agent influences the likelihood of
success via his choice of action. With � � 0, the
agent cannot influence the outcome at all, while
with � � 1, the likelihood of success depends
completely on the agent’ s choice of action. As
before, agents do not know pn but form beliefs.
They also do not observe � but update their
beliefs about � based on the outcome. Let Ĥ i,
with mean �̂i , be the posterior distribution of �
according to agent i. If �̂1 � �̂i then, according
to agent i, agent 1 underestimates the role of the
exogenous random factor in the outcome. The
following proposition says that, from i’ s per-
spective, agent 1 tends to underestimate the
role of the exogenous factor when he has a
success and overestimate it when he has a
failure.

PROPOSITION 6: Let N � 1. After observing
a success EG[�̂1 � �̂i] � 0, while after observ-
ing a failure EG[�̂1 � �̂i] � 0.

PROOF:
In case of a success, ĥ(��S, p) �
P	S��, p
h���p


�
0

1 P	S��, p
h���p
 d�
�

�� � ��p � �

h��


�� � �̂�p � �


so

that Ĥ(x�S, p) �

H�x
� � �p � �
 �
0

x uh�u
 du

�� � �̂�p � �



and thus

Ĥ�x�S, p



p
� 0. This implies that its

mean increases in p. The first part of the prop-
osition follows since GN first order stochasti-
cally dominates G. The case of failure is
analogous.

While this result may seem to depend on the
functional form, Van den Steen (2002) shows
that it holds as long as the model captures the
allocation of causality to one’ s own choice of
action versus to an exogenous influence. That
paper also uses a variation on this model to
show that, in a joint project, an agent will tend
to attribute a success to his own actions and a
failure to the actions of the others.
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B. Overestimation of Control

Another effect of this mechanism is that an
agent may come to overestimate the level of
control she has over the outcome. To see this
formally, consider the following modification of
the model above. Let �’ s distribution now also
depend on the action chosen, i.e., �n � Hn[0, 1].
This distribution is again unknown, but agents
can form beliefs about it. In particular, let �n

i be
the mean of agent i’ s prior belief distribution Hn

i

about �n and let it be independently drawn from
a distribution without atoms J on [�, �� ] with
� � �� . Let G � J denote the joint distribution
of all pn

i and �n
i . Assume also that � � (p, p�).

PROPOSITION 7: There exist N̂, such that for
all N � N̂, EG�J [�Y1

1 ] � EG�J [�Y1

j ].

PROOF:
I will show that limN3� P[�Y1

1 � �Y1

j � 0] �
1. Since � are bounded, this implies the result.

Define the new random variable �n
i � � �

�n
i (pn

i � �) � [0, 1], which is i’ s expected
payoff from choosing an, with distribution func-
tion denoted K and max supp K � �� � p� �
�� (p� � �). Agent 1 chooses the action with the
highest �n

1. So P[�Y1

1 � x] � P[�1
1 � x, ... ,

�N
1 � x] � K(x)N3 0 for each x � �� . It follows

that as N3 �, �Y1

1 3 �� with probability 1. This
implies that pY1

1 3 p� and �Y1

1 3 �� with proba-
bility 1. It follows that P[�Y1

1 � �Y1

j ] � J(�Y1

1 )3
1 with probability 1, which proves the proposition.

In other words, for a sufficient number of
distinct alternatives, the agent on average over-
estimates (according to others) the role that her
action choice played.

C. Overconfidence

Finally, consider a Bayesian agent who gets a
series of data which she combines into a final

estimate. Being a Bayesian, she will attach
higher weights to data with higher precision. As
a consequence, from another agent’ s perspec-
tive, she will attach too much weight to data of
which she overestimated the precision. The re-
sult is that she will overestimate the precision of
the final estimate, i.e., she will be overconfident
in the sense of Oskamp (1965). While there are
clear similarities, there are also important dif-
ferences with the current mechanism and some
added intricacies that require a separate analy-
sis. I therefore refer to Van den Steen (2004) for
the formal analysis.

V. Conclusion

This paper focused on the agent’ s choice of
action, rather than his mental processes, as a
source of judgment bias: the bias does not orig-
inate in the process of deriving beliefs, but in
the choice of which beliefs are relevant, through
the choice of action. This process has very
different comparative statics than motivational
or cognitive theories of judgment biases: it will
be strongest when there are many alternatives,
when the agent has no prior experience with this
particular choice, and when agents tend to dis-
agree more. Moreover, the bias may be influ-
enced by the importance of succeeding. The
paper then showed that this mechanism may
also play a role in other biases, including asym-
metric attributions of causality, overestimation
of control, and overconfidence. While the cur-
rent evidence does not distinguish this theory
from others, the theory does have empirical
implications that can be verified through exper-
iments and that make such distinction.

The most important contribution of this paper
is to suggest a direct link between differing
priors and systematic judgment biases. If the
theory is confirmed, then it implies that such
biases will emerge or increase whenever there is
open disagreement.

APPENDIX: GENERALIZATIONS

Robustness to More General Distributions

The basic result holds for nearly any distribution of beliefs that is symmetric in the two agents.
In particular, let J be the joint distribution of all pn

i , for i � 1, 2 and n � N. Assume that J is atomless,
symmetric in the two agents, and such that with positive probability the agents (strictly) disagree on
the optimal action. Note that this specification allows dependencies not only among the beliefs of the
agents, but also among the beliefs over different actions. The following proposition says that, as long
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as N � 1, each agent will consider his own action to be better than that of the other and will be
considered to be overoptimistic about his own action by the other.

PROPOSITION A1: When the number of actions N � 1, @j � 1

● EJ [�1
1 � � 1

j ] � 0
● �1

1 � �j
1 � 0, while EJ [�1

1 � �j
1] � 0.

PROOF:
Note first that �1

1 � �j
1 � 0 by revealed preference. Moreover, by assumption, there is some

probability that �1
1 � �j

1 � 0. It follows that EJ [�1
1 � �j

1] � 0. But now

EJ 	�1
1 � � 1

j 
 � EJ 	�1
1
 � EJ 	� 1

j 
 � EJ 	�1
1
 � EJ 	�j

1
 � EJ 	�1
1 � �j

1
 � 0

where the second equality follows by symmetry. This concludes the proposition.

It is easy to find counterexamples when the joint distribution is not symmetric in the agents. If,
for example, pn

1
�
i.i.d. G(0, p̂) and pn

2
�
i.i.d. H( p̂, 1) then agent 2 will always believe that agent 1

underestimates his chances of success.

A General Utility-Overestimation Proposition

The logic behind the theory in this paper holds in even more generality than described above.
Consider a general choice problem with I symmetric agents. Each agent’ s ex post utility u(x, y)
depends on his choices x and the state of the world y. The state of the world is described by y � Y,
with Y some general state-space. The state y is unknown to the agents, but each agent i has his
subjective belief, described by a probability measure �i. Let � denote the space of all such
probability measures. The beliefs of any two agents i and j are jointly distributed according to a
measure Fi, j over � � �. Assume that Fi, j is symmetric in the sense that Fi, j(�, �) � Fi, j(�, �).
Agent i’ s choices are an element x � X with X some general choice space. Altogether, this implies
that agent i’ s expected utility according to himself is

Ei ui �x
 � � u�x, y
 d�i �y
.

Note that the utility does not depend on the agent, except through his belief �i and his choice of
action x. Denote by x̂�i

agent i’ s optimal choice, given these beliefs. Assume that for any belief, such
an optimal action exists. This gives the following general proposition.4

PROPOSITION A2: EFi, j
[Eiui( x̂�i

) � Ejui( x̂�i
)] � 0. The inequality will be strict when there exists

a set M � � with M � M having strictly positive measure under Fi, j and such that for each belief
� � M there is a unique optimal action and that action differs from the optimal action of any other
belief � � M, � � �.

Eiui( x̂�i
) � Eiuj( x̂�j

). The inequality will be strict when there is a unique optimal action for agent
i and x̂�i

� x̂�j
.

PROOF:
First let �i � � and �j � �. Since utility depends on the agent only through his beliefs, the optimal

actions under � and � are identical for all agents. Denote the respective optimal actions by x̂� and

4 This proposition was suggested by Bengt Holmstrom.
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x̂�. Eiui( x̂�i
) � � u( x̂�i

, y) d�i(y) � � u( x̂�, y) d�(y) and Ejui( x̂�i
) � � u( x̂�, y) d�j(y) � � u( x̂�,

y) d�(y) � � u( x̂�, y) d�(y) so that EFi, j
[Eiui( x̂�i

) � Ejui( x̂�i
)] � � [� u( x̂�, y) d�(y)] �

[� u( x̂�, y) d�(y)] dFi, j(�, �). With now �i � � and �j � � and using the symmetry of Fi, j , we get
EFi, j

[Eiui( x̂�i
) � Ejui( x̂�i

)] � � [� u( x̂�, y) d�(y)] � [� u( x̂�, y) d�(y)] dFi, j(�, �). Summing both
inequalities gives indeed EFi, j

[Eiui( x̂�i
) � Ejui( x̂�i

)] � 0. That we get a strict inequality follows since,
under the specified conditions, � u( x̂�, y) d�(y) � � u( x̂�, y) d�(y). The second result follows from
revealed preference and the symmetry of the utility functions.

The first part of the proposition says that, on average, an agent relatively overestimates his
expected utility in the sense that the agent’ s estimate of his own expected utility is higher than what
others think his expected utility actually is. The second part says that, in this symmetric setting, each
agent expects to have higher utility than any other agent.
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