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1. Introduction

Although the early uses of utility functions in the sense of von Neumann and Morgenstern (1947) focused on money, interest in multiattribute utility functions, in which outcomes are described by multiple objectives, quickly grew. It was soon realized that the assessment of a two-attribute utility function, \( u(x, y) \), can be a challenge if there is no decomposition structure that can be assumed. Utility independence (Keeney and Raiffa 1976) is an assumption that allows \( u(x, y) \) to be decomposed into single-attribute functions. An attribute \( X \) is utility independent of another, \( Y \), if preferences for gambles over \( X \), for a fixed level of \( Y \), do not depend on that fixed level.

If \( X \) is utility independent of \( Y \), then for any fixed value of \( Y \), say \( y_1 \), there exist functions \( f(y) \) and \( g(y) > 0 \) such that

\[
u(x, y) = f(y) + g(y)u(x, y_1).
\]

This holds because any two utility functions of \( X \) that have the same rank order for gambles must be linearly related.

Let \( X \) be relevant over a range \( x^0 \) to \( x^* \) and \( Y \) over a range \( y^0 \) to \( y^* \) and assume that \( u(x^*, y) > u(x^0, y) \) for all \( y \) and \( u(x, y^*) > u(x, y^0) \) for all \( x \). It will prove convenient to define a conditional utility function

\[
u(x \mid y) = \frac{u(x, y) - u(x^0, y)}{u(x^*, y) - u(x^0, y)}
\]

(1)

and similarly \( u(y \mid x) \), distinguishing between the two by the order of the attributes.

If \( X \) is utility independent of \( Y \) then \( u(x \mid y) \) does not depend on the particular value of \( y \). We may write this condition using (1) as

\[
u(x, y) = u(x^0, y) + [u(x^*, y) - u(x^0, y)]u(x \mid y^0).
\]

(2)

If \( X \) and \( Y \) are mutually utility independent, then

\[
u(x, y) = u(x, y^0) + u(x^0, y) + cu(x, y^0)u(x^0, y),
\]

(3)

for some constant, \( c \), or alternatively,

\[
u(x, y) = a_1u(x \mid y^0) + a_2u(y \mid x^0)
\]

\[
+ (1 - a_1 - a_2)u(x \mid y^0)u(y \mid x^0),
\]

(4)

where \( a_1 = u(x^*, y^0) \) and \( a_2 = u(x^0, y^*) \). Mutual utility independence therefore reduces the assessment into two single-attribute functions and some scaling constants.

But what if utility independence does not hold? Several authors have discussed this issue and presented methods to incorporate preference dependence between the attributes (see, for example, Fishburn 1974, 1977; Farquhar 1977; Bell 1979; Kirkwood 1976; Abbas and Howard 2005; and Abbas 2009). Fishburn (1974) suggested a decomposition (“Model 5”) of the form

\[
u(x, y) = f(x) + g(y) + h(x)j(y)
\]

(5)

and a “generalized multiplicative form” (Fishburn 1977) of

\[
u(x, y) = f(x)j(y) + g(y)h(x).
\]

(6)
Bell (1979) suggested an approximation of the conditional utility function based on interpolation,
\[ u(x \mid y) = f(y)u(x \mid y^0) + (1 - f(y))u(x \mid y^0) \] (7)
and
\[ u(y \mid x) = g(x)u(y \mid x^0) + (1 - g(x))u(y \mid x^0). \] (8)

These two equations, if simultaneously appropriate, yield the form
\[ u(x, y) = a_1u(x \mid y^0) + a_2u(y \mid x^0) - ku(x \mid y^0)u(y \mid x^0) + (k - a_1)u(x \mid y^0)u(y \mid x^0) + (k - a_2)u(y \mid x^0) \]
\[ \cdot u(x \mid y^0) + (1 - k)u(x \mid y^0)u(y \mid x^0), \] (9)
where \( a_1, a_2 \) are as defined above and \( k \) is an arbitrary constant.

The appeal of (5), (6), (7), (8), and (9) is evident to a quantitatively trained analyst, but the charm of utility independence is that it is also readily understood by decision makers.

Of course, one can develop independence tests for (5)–(9) (e.g., (5) is “bilateral independence” and (7) is “interpolation independence”), but these tests are likely to be difficult for lay decision makers to answer with much confidence.

In this paper we introduce a new independence assumption that we believe is (i) a natural generalization of utility independence in terms of the number of preference switches that may occur, (ii) should be understandable by decision makers, and (iii) is easily assessed. We also show how it provides a new interpretation for the functional forms (5)–(9).

2. Utility Independence and the Zero-Switch Condition

Bell (1988) introduced the notion of categorizing single-attribute utility functions according to the maximum number of times that two gambles can switch in preference as the decision maker’s wealth increases. For example, if there are two wealth levels \( w_1 < w_2 \) such that for two gambles \( \tilde{x}_1 \) and \( \tilde{x}_2 \) we have
\[ \tilde{x}_1 \succ \tilde{x}_2 \quad w < w_1 \]
\[ \tilde{x}_1 \prec \tilde{x}_2 \quad w_1 < w < w_2 \] (10)
\[ \tilde{x}_1 \succ \tilde{x}_2 \quad w > w_2, \]
then \( \tilde{x}_1 \) and \( \tilde{x}_2 \) switch twice. An \( n \)-switch utility function is one that permits a maximum of \( n \) switches.

The linear and exponential utility functions are the only zero-switch utility functions, that is, the decision maker ranks all gambles independently of wealth (Pfanzagl 1959).

It is the purpose of this paper to suggest that the \( n \)-switch concept may be useful in characterizing preference relations between attributes and thereby deriving the functional form of the multiattribute utility function. For a general two-attribute utility function \( u(x, y) \), we will say that \( X \) is \( n \)-switch independent of \( Y \) if two gambles \( \tilde{x}_1 \) and \( \tilde{x}_2 \) can switch in preference at most \( n \) times as \( Y \) progresses from its lowest to its highest value.

2.1. Conditional Utility Independence and the Zero-Switch Condition

As we mentioned in the introduction, if \( X \) is utility independent of \( Y \), then the utility function can be decomposed as
\[ u(x, y) = u(x^0, y) + \left[u(x^*, y) - u(x^0, y)\right]u(x \mid y^0). \] (11)

We now make the following definition.

**Definition 1.** An attribute \( X \) exhibits zero-switch independence from another attribute \( Y \) if preference for gambles on \( X \) is unchanged as the fixed level of \( Y \) increases.

It should be clear that \( X \) exhibits zero-switch independence from \( Y \) if and only if it is utility independent of \( Y \), because both conditions forbid changes in preference over gambles on \( X \) as \( Y \) varies. It is this equivalence that forms the basis for our claim that the one-switch condition is a “natural generalization of utility independence.”

We have discussed the zero-switch independence implications of Equation (11) for attribute \( X \), but what about its implications for attribute \( Y \)? Refer back to Equation (11) and consider two lotteries \( \tilde{y}_1 \succ \tilde{y}_2 \) at a fixed \( x^1 \). How do preferences between these lotteries over \( Y \) change as we vary \( X \)?

The difference in expected utility is
\[ u(x^1, \tilde{y}_1) - u(x^1, \tilde{y}_2) \]
\[ = \left[u(x^0, \tilde{y}_1) - u(x^0, \tilde{y}_2)\right] \]
\[ + \left[u(x^*, \tilde{y}_1) - u(x^0, \tilde{y}_1)\right] - \left[u(x^*, \tilde{y}_2) - u(x^0, \tilde{y}_2)\right] \]
\[ \cdot u(x^1 \mid y^0). \]

The right-hand side depends on \( x^1 \) only through \( u(x^1 \mid y^0) \). If \( u(x \mid y^0) \) is a monotonic function of \( x \), then the left-hand side can equal zero at most once as we vary \( x^1 \). Therefore, with some monotonicity conditions, the utility independence of \( X \) on \( Y \) implies both that preferences for lotteries over \( X \) do not change as we vary \( Y \) and that preferences for lotteries over \( Y \) change at most once as we vary \( X \). We have proved the following result.

**Proposition 2.1.** If marginal preferences are monotone, then zero-switch independence of \( X \) from \( Y \) implies one-switch independence of \( Y \) from \( X \).

This proposition is actually true in general; \( n \)-switch independence of \( X \) from \( Y \) implies \((n + 1)\)-switch independence of \( Y \) from \( X \) with some monotonicity conditions.

3. Utility Dependence and the One-Switch Condition

Think about a young couple buying their first home. In selecting among available options they consider many
and $Y$ for some monotonic function $f$. Theorem 1. The maximum number of switches is what matters. The following result characterizes the utility functions that obey one-switch independence.

**Definition 2.** An attribute $X$ exhibits one-switch independence from another attribute $Y$, written as $X \text{ IS } Y$, if preference between any pair of gambles on $X$ can switch at most once as the level of $Y$ increases.

Note that this definition implies, for convenience, that if $X$ exhibits zero-switch independence of $Y$, then it also exhibits one-switch independence of $Y$, because the maximum number of switches is what matters. The following result characterizes the utility functions that obey one-switch independence.

**Theorem 1.** $X$ is one-switch independent of $Y$ if and only if

$$u(x, y) = g_0(y) + f_1(x)g_1(y) + f_2(x)g_2(y),$$

(12)

where $g_1(y) \neq 0$ has constant sign, and $g_2(y) = g_1(y)\phi(y)$ for some monotonic function $\phi$.

The functions $g_0, g_1, g_2, f_1, f_2$ can be expressed directly in terms of a normalized multiattribute utility function as per the following proposition.

**Proposition 3.1.** $X$ is one-switch independent of $Y$ if and only if

$$u(x, y) = g_0(y) + g_1(y)[f_1(x) + f_2(x)\phi(y)],$$

(13)

where

$$g_0(y) = u(x^0, y), \quad g_1(y) = \left[u(x^*, y) - u(x^0, y)\right] > 0,$$

$$f_1(x) = u(x \mid y^0), \quad f_2(x) = u(x \mid y^*) - u(x \mid y^0)$$

and

$$\phi(y) \triangleq \frac{u(x \mid y) - u(x \mid y^0)}{u(x \mid y^*) - u(x \mid y^0)}$$

(14)

is a monotone function of $y$ and independent of $x$.

We will discuss the assessment of $\phi$ in the next subsection. Viewed as a functional approximation, (13) may be a little intimidating, but the decision maker need only introspect about the following fairly simple question.

**Test for One-Switch Independence.** $X$ is one-switch independent of $Y$, if, for any two gambles on $X$, either (i) one is preferred to the other for all values of $Y$, (ii) they are indifferent for all levels of $Y$, or (iii) there exists a value of $Y$, $y^*$ such that one gamble is always preferred for values less than $y^*$ and the other is always preferred for values of $Y$ greater than $y^*$.

The one-switch independence property extends to lotteries involving more than one attribute by thinking of the variables of the lottery as a partition. For example, if preferences between pairs of joint lotteries over $X, Y$ can change only once as we change a third attribute $Z$, then we may use the previous results to write

$$u(x, y, z) = g_0(z) + g_1(z)[f_1(x, y) + f_2(z, x, y)\phi(z)].$$

(15)

Similarly, we may envision various combinations of one-switch independence assumptions over a variety of subsets.

**Proposition 3.2.** If $X$ is $n$-switch independent of $Y$, then there exist some functions $f_i, g_i$ such that

$$u(x, y) = g_0(y) + \sum_{i=1}^{n+1} f_i(x)g_i(y).$$

**3.1. Assessment of a One-Switch Independent Utility Function**

The assessment of a one-switch independent utility function requires five single-attribute utility assessments, two scaling constants, and two verification tests. As we now show, all of the assessments require no greater level of cognitive complexity than those of the case of utility independence; only single-attribute utility functions such as $u(y \mid x^0)$ and...
some scaling constants, obtained using indifference assessments, are involved. See Keeney and Raiffa (1976) for more information on assessment techniques for these types of single-attribute functions and those scaling constants.

The functions \( f_2(x) = u(x | y^o) \) in Proposition 3.1. require only two normalized conditional utility functions, \( u(x | y^o) \) and \( u(x | y^*) \). The functions \( g_0(y) = u(x^0, y) \), \( g_1(y) = [u(x^o, y) - u(x^0, y)] \) require two normalized conditional utility functions, \( u(y | x^o) \) and \( u(y | x^*), \) and two normalizing constants, \( a_1 = u(x^o, y^o) \) and \( a_2 = u(x^o, y^*) \) because

\[
g_0(y) = a_2 u(y | x^o) \quad \text{and} \quad g_1(y) = -a_1 u(y | x^o).
\]

To assess \( \phi(x) \), we can pick any intermediate value of \( x \) that suits the decision maker, say \( \hat{x} \), and assess the function \( u(\hat{x} | y) \), which also gives us the parameters \( u(\hat{x} | y^o) \) and \( u(\hat{x} | y^*) \) which we substitute into (14). If the decision maker finds it more convenient to assess \( u(y | \hat{x}) \) instead of \( u(\hat{x} | y) \) (although both are simply a collection of indifference judgments), then we may use the two equations

\[
u(\hat{x}, y) = u(x^0, y) + [u(x^*, y) - u(x^0, y)]u(\hat{x} | y) \quad (18)
\]

and

\[
u(\hat{x}, y) = u(\hat{x}, y^*) + [u(\hat{x}, y^o) - u(\hat{x}, y^*)]u(y | \hat{x}) \quad (19)
\]

to convert \( u(y | \hat{x}) \) into \( u(\hat{x} | y) \) using the additional scaling constants \( u(\hat{x}, y^0), u(\hat{x}, y^*) \).

Note further that (18) may be expressed as \( u(\hat{x}, y) = g_0(y) + g_1(y)u(\hat{x} | y) \), when evaluated with (19) relates the two assessments of \( u(y | \hat{x}) \) in terms of the previously assessed functions \( g_0(y), g_1(y) \) and the normalizing constants \( u(\hat{x}, y^o), u(\hat{x}, y^*). \)

Two verification tests are now required: (i) we need to verify that the assessed \( g_1(y) \) does not change sign, and (ii) that \( \phi(y) \) is monotonic. Of course, \( \phi(y) \) is monotonic if \( u(\hat{x} | y) \) is, because the remaining terms in \( \phi(y) \) are constants.

Example. The following example illustrates a stylized assessment of a one-switch utility function. Consider two attributes \( X, Y \) that are relevant over the ranges \( x^0 = y^0 = 0, \ x^* = y^* = 1 \), and suppose we pick the intermediate point \( \hat{x} = \frac{1}{2} \). For simplicity, let us suppose that \( u(x | y^o) = x, \ u(x | y^*) = x^2, \) and \( u(y | x^o) = y, \ u(y | x^*) = y^2 \). Suppose that we also assess \( a_1 = u(x^*, y^o) = 0.4 \) and \( a_2 = u(x^0, y^*) = 0.3 \). Then we may calculate the functions \( g_0(y) = 0.3y \) and \( g_1(y) = 0.4 + 0.6y^2 - 0.3y \), both of which are positive on the interval \([0, 1]\). Finally, suppose we assess \( u(\hat{x} | y) = 0.5 - 0.25y \), which implies, in particular, that \( u(\hat{x} | y^o) = 0.5, \ u(\hat{x} | y^*) = 0.25 \). We may calculate \( \phi(y) = (0.5 - 0.25y^2 - 0.25y/0.25 - 0.5) = y \), which is monotonic, leading to the one-switch independent utility function, using (13) and (14), \( u(x, y) = 0.3y + [0.4 + 0.6y^2 - 0.3y][x + (x^2 - x)y] \).

Using (18) and (19), we may calculate that \( u(y | \hat{x}) = 2y + 15y^3 - 6y^3/11 \), a function that looks a little intimidating (compared to our stylized assessments) but that is in fact monotonic and well-behaved on the interval \([0, 1]\).

4. Monotone Dependence

Recall that the conditional utility function \( u(x | y) \) is a rescaling of \( u(x, y) \), where \( u(x^o | y) = 1 \) and \( u(x^0 | y) = 0 \) for all \( y \). If \( X \) is utility independent of \( Y \), then \( u(x | y) \) is independent of \( y \) and thus a constant function as \( y \) varies. If \( X \) is not utility independent of \( Y \), it might be reasonable to think that the next level of complexity in the relationship between \( X \) and \( Y \) is that \( u(x | y) \) depends monotonically on \( y \), i.e., it is some monotonic function of \( y \). In this section we investigate the relationship between the various independence conditions we have discussed and this desirable notion of monotonicity.

Definition 3. We will say that \( X \) is monotonically dependent on \( Y \) if \( u(x | y) \) is strictly monotonic (or strictly constant) in \( y \) for each \( x \).

The following definition applies monotonicity to interpolation.

Definition 4. We will say that \( X \) is monotonically interpolation independent of \( Y \) if it is interpolation independent of \( Y \), i.e., \( u(x | y) = f(y)u(x | y^o) + (1 - f(y))u(x | y^0) \) and \( f \) is a monotonic function.

Proposition 4.1. If \( X \) is monotonically interpolation independent of \( Y \), then \( X \) is monotonically dependent on \( Y \).

Proposition 4.2. If \( X \) is one-switch independent of \( Y \), then \( X \) is monotonically dependent on \( Y \).

One-switch independence is a condition about differences in the expected utility of uncertain lotteries, which is to say it is concerned with terms like \( Eu(\tilde{x}_1 | y) - Eu(\tilde{x}_2 | y) \), which are not necessarily monotonic in \( y \) even if \( X \) is monotonically dependent on \( Y \). We now state the following definition.

Definition 5. \( X \) is monotonically trade-off dependent on \( Y \) if, for all gambles \( \tilde{x}_1 \) and \( \tilde{x}_2 \), \( Eu(\tilde{x}_1 | y) - Eu(\tilde{x}_2 | y) \) is strictly monotonic (or strictly constant) in \( y \).

Clearly if \( X \) is monotonically trade-off dependent on \( Y \) then \( X \) must also be one-switch independent of \( Y \).

The following surprising result is central to our claim that our one-switch condition is a natural generalization of utility independence.

Theorem 2. The following are equivalent:
(i) \( X \) is one-switch independent of \( Y \);
(ii) \( X \) is monotonically trade-off dependent on \( Y \); and
(iii) \( X \) is monotonically interpolation independent of \( Y \).
Theorem 2 illustrates a few important results. First, one-switch independence is equivalent to the interpolation independence condition when the function $f$ is monotonic. Second, one-switch independence is also equivalent to the notion of monotone trade-off dependence. This result provides an interpretation of Definitions 4 and 5 in terms of the new notion of one-switch independence. It also provides a necessary and sufficient condition for them to hold.

A practical value of these properties also stems from the implications if they do not hold. If $X$ is not monotonically trade-off dependent on $Y$, this means that preferences for $X$ depend on $Y$ in quite a complicated way, in particular, complicated enough that some gambles will switch twice as $Y$ varies. This might suggest that the relationship between $X$ and $Y$ is too complex for the decision maker to give coherent judgments about, and may also be too complex for the analyst to capture. This may be a signal that the analyst needs to reformulate the attributes (Keeney 1992).

5. Mutual One-Switch Independence

Of course it may be that one-switch independence makes sense in both directions: $X$ IS $Y$ and $Y$ IS $X$, which we write as $X$ M1S $Y$.

Because $X$ IS $Y$ is equivalent to $X$ monotonically interpolation independent of $Y$ (when the function $\phi$ in (14) is monotonic), then $X$ M1S $Y$ implies that $X$ is mutually interpolation independent of $Y$, and thus can be decomposed as (9), together with monotonicity conditions in both directions. The following theorem provides a functional characterization of $X$ M1S $Y$ in terms of the required utility assessments.

Theorem 3. $X$ M1S $Y$ if and only if Equation (9) holds and the following ratios are monotonic:

$$\phi_y(x) = \frac{(k - a_2)u(y|x^0) + (1 - k)u(y|x^*)}{a_1 + (1 - a_1)u(y|x^*) - a_2u(y|x^0)}$$

(20)

and

$$\phi_x(y) = \frac{(k - a_1)u(x|y^0) + (1 - k)u(x|y^*)}{a_2 + (1 - a_2)u(x|y^*) - a_1u(x|y^0)}$$

(21)

For an easy-to-construct example of mutual one-switch independence, suppose, as before, that $u(x|y^0) = x$ and $u(x|y^*) = x^2$ on a domain of interest $0 < x < 1$. Then (21) is $(k - a_1)x + (1 - k)x^2/(a_2 + (1 - a_2)x^2 - a_1x)$, which is monotonic if the numerator of its derivative

$$a_2 + (1 - a_2)x^2 - a_1x \left[(k - a_1) + 2(1 - k)x\right] - \left[(k - a_1)x + (1 - k)x^2\right][2(1 - a_2)x - a_1]$$

does not change sign. This simplifies to $a_2(k - a_1) + 2a_2(1 - k)x - [k - k(a_1 + a_2) + a_1a_2]x^2$ not changing sign over the interval $0 < x < 1$, which is satisfied when $a_1 < k < 2a_2$. If we make similar assumptions in the other direction, then we also require $a_2 < k < 2a_1$. If the assessed constants do not satisfy these constraints, then $X$ M1S $Y$ will not be satisfied. The decision maker would need to reconsider that assumption or reconsider the assessment of the constants.

Two special cases of $X$ M1S $Y$ are worth highlighting.

Theorem 4. The following decompositions satisfy mutual one-switch independence:

$$u(x, y) = f_1(x) + f_2(y) + \phi_1(x)\phi_2(y);$$

(22)

$$u(x, y) = u_1(x)u_2(y)[1 + \phi_1(x)\phi_2(y)],$$

(23)

where $u_1$, $u_2$ have constant sign and $\phi_1$ and $\phi_2$ are strictly monotonic.

These are Fishburn’s decompositions (compare (12) and (5), (13) and (6)), but with added monotonicity requirements.

In general, whereas utility independence permits an attribute to be represented by one marginal utility function, one-switch independence requires two. For utility functions involving many attributes, it is still desirable that utility independence holds between most of the attributes, but one-switch independence is available if for one or two attributes the preference relations are more complex.

6. Discussion

For assessment purposes, once it has become clear that $X$ is not utility independent of $Y$, we offer one-switch independence as a logical next step of complexity. If utility independence of $X$ on $Y$ does not hold, then it must be that $(\tilde{x}_1, y_1) > (\tilde{x}_2, y_1)$ and $(\tilde{x}_1, y_2) < (\tilde{x}_2, y_2)$ for some $\tilde{x}_1$, $\tilde{x}_2$, $y_1$, and $y_2$. We now ask the decision maker whether further increases in $Y$ above $y_2$ might cause a reversal of preference back to $\tilde{x}_1$ over $\tilde{x}_2$. Of course it is not our suggestion that the decision maker be asked to consider this issue explicitly for all possible choices of $\tilde{x}_1$ and $\tilde{x}_2$. Just as we would check for utility independence by means of a general question such as “As you think about your preferences for gambles on $X$, do they depend on the particular level of $Y$?” so for one-switch independence we propose a question such as “As you think about your preferences between pairs of gambles on $X$ do you think it possible that your preference could vary back and forth as $Y$ varies?” If the decision maker says “Yes, of course,” then we are bound to wonder whether the attributes are defined in the most useful way (Keeney 1992, 1979; Keeney and Gregory 2005).

In an ideal world, all attributes will be mutually utility independent, but we see one-switch independence as a useful next step when utility independence does not hold. If one-switch independence does not hold, our thought is that the step after that is not two-switch independence, but rather, a reformulation of the attributes.

Appendix

In the following proofs we adopt the following notations: $X$ IS $Y$ means that $X$ is one-switch independent of $Y$, and, more generally, $X$ nS $Y$ for $n$-switch. $X$ UI $Y$ will represent utility independence of $X$ from $Y$. $X$ MD $Y$ will
stand for monotonic dependence, X MII Y for monotonic interpolation independence, and X MTD Y for monotonic trade-off dependence.

Proof of Theorem 1.

Necessity: We start the proof by considering two discrete uncertain lotteries, \( \tilde{x}_A \) and \( \tilde{x}_B \), having the same probabilities but with different values of the outcomes. We derive the one-switch implications for these lotteries and then generalize it to the case where the probabilities do not need to be the same. Assume that the two lotteries are

\[
\begin{align*}
(p_1, x_{A1}; p_2, x_{A2}; \ldots; p_m, x_{Am}) & \quad \text{and} \\
(p_1, x_{B1}; p_2, x_{B2}; \ldots; p_m, x_{Bm}).
\end{align*}
\]

The difference in expected utility of two lotteries over \( X \) when another attribute (or parameter), \( y \), is fixed, can be written as

\[
\Delta = \frac{\Delta}{\text{Eu}_A(y) - \text{Eu}_B(y)} = \sum_{i=1}^{m} p_i [u(x_{Ai}, y) - u(x_{Bi}, y)]
\]

where \( V(y) = u(x_{Ai}, y) - u(x_{Bi}, y) \).

For fixed values \( y_0, y_1, \ldots, y_m \), we can write in matrix form

\[
\begin{pmatrix}
V(y_0) \\
V(y_1) \\
\vdots \\
V(y_m)
\end{pmatrix}
= \begin{pmatrix}
p_1 & V(y_0) \\
p_2 & V(y_1) \\
\vdots & \vdots \\
p_m & V(y_m)
\end{pmatrix}
= \begin{pmatrix}
\theta(y_0) \\
\theta(y_1) \\
\vdots \\
\theta(y_m)
\end{pmatrix}
\]

where \( \alpha, \beta \) depend on \( y \) (or else the columns would not be linearly dependent), but can depend on the particular instances of \( x_{Ai}, x_{Bi}, x_{A1}, x_{B1}, x_{A2}, x_{B2} \).

Referring back to the definition of \( V(y) = u(x_{Ai}, y) - u(x_{Bi}, y) \) gives

\[
u(x_{Ai}, y) - u(x_{Bi}, y) = \alpha[u(x_{Ai}, y) - u(x_{Bi}, y)] + \beta[u(x_{Ai}, y) - u(x_{Bi}, y)].
\]

Equation (25) applies to any arbitrary fixed values \( x_{Ai}, x_{Bi}, x_{A1}, x_{B1}, x_{A2}, x_{B2} \) and relates the six functional assessments of \( y \) at these instantiations. Denote

\[
\begin{align*}
x_{Bi} &= x_0, \quad x_{Ai} = x, \quad u(x_0, y) = g_0, \\
[u(x_{Ai}, y) - u(x_{Bi}, y)] &= g_1, \\
[u(x_{Ai}, y) - u(x_{Bi}, y)] &= g_1.
\end{align*}
\]

Rearranging gives

\[
u(x, y) = \alpha(x, x_{A1}, x_{B1}, x_{A2}, x_{B2})g_1(y) + \beta(x, x_{A1}, x_{B1}, x_{A2}, x_{B2})g_2(y) + g_0(y).
\]

Further define for arbitrary fixed values \( x_{Ai}, x_{Bi}, x_{A1}, x_{B1}, x_{B2} \),

\[
f_1(x) = \alpha(x, x_{A1}, x_{B1}, x_{A2}, x_{B2}), \\
f_2(x) = \beta(x, x_{A1}, x_{B1}, x_{A2}, x_{B2}).
\]

Substituting into (26) gives

\[
u(x, y) = f_1(x)g_1(y) + f_2(x)g_2(y) + g_0(y).
\]

Define \( \phi(y) = \Delta g_2(y)/g_1(y), g_1(y) \neq 0. \) Substituting into (15) gives

\[
\Delta = \frac{\Delta}{\text{Eu}_A(y) - \text{Eu}_B(y)}
\]

\[
\phi(y) = \frac{f_1(\tilde{x}_A) - f_1(\tilde{x}_B)}{f_2(\tilde{x}_A) - f_2(\tilde{x}_B)}\phi(y_1).
\]

We distinguish two cases: Case (i) \( g_1(y) \) does not change sign: for (28) to change sign only once, with two given arbitrary lotteries \( \tilde{x}_A \) and \( \tilde{x}_B \), and constant terms \( f_1(\tilde{x}_A), f_1(\tilde{x}_B), f_2(\tilde{x}_A), f_2(\tilde{x}_B) \), then \( \phi(y) \) is monotonic, or else we may have different points of indeterminacy for arbitrary lotteries. Case (ii) \( g_1(y) \) does change sign: This would imply that the term \( ([f_1(\tilde{x}_A) - f_1(\tilde{x}_B)] + [f_2(\tilde{x}_A) - f_2(\tilde{x}_B)]\phi(y)) \) either does not change sign or it changes sign at the same value of \( y \) for which \( g_1(y) \) changes sign. This is impossible for arbitrary functions nonconstant \( f_1, f_2 \) and arbitrary lotteries.

 Sufficiency: For two arbitrary lotteries, \( \tilde{x}_A, \tilde{x}_B \) and a monotonic \( \phi(y) \) we have only one possible indifference point that occurs at \( y_1 \)

\[
\Delta = \frac{\Delta}{\text{Eu}_A(y) - \text{Eu}_B(y)}
\]

below and after which the rank order of the lotteries must reverse.

We have shown that when the lotteries have the same probabilities but different values of the variables, the form (27) is necessary and sufficient for one-switch independence. Because \( X \) \( 1S Y \) must apply for lotteries having either the same or different probabilities, the general solution for \( X \) \( 1S Y \) must be contained by this solution (because it needs to satisfy both constraints; same and different probabilities). It is straightforward to show that the form (27) does indeed satisfy one-switch preferences for any two lotteries even if they have different probabilities. Consequently, the functional form (27) must be the general solution for \( X \) \( 1S Y \).
Proof of Proposition 3.1. Without loss of generality, when \( u(x^*, y) \neq u(x^0, y) \), we have for any two-attribute utility function

\[
u(x, y) = u(x^0, y) + [u(x^*, y) - u(x^0, y)]u(x | y),
\]

where

\[
g_0(y) = u(x^0, y), \quad g_1(y) = [u(x^*, y) - u(x^0, y)].
\]

In the proof of Theorem 1 we defined

\[
g_0(y) = u(x_{B_l}, y)
g_1(y) = u(x_{A_l}, y) - u(x_{B_l}, y).
\]

This must be true also for the special case where the lottery \( B \) is deterministic in \( X \) (i.e., when \( x_{B_l} = x_{B_0} \)). Setting \( x_{A_l} = x^* \) gives

\[
g_0(y) = u(x^0, y)
g_1(y) = u(x^*, y) - u(x^0, y).
\]

Comparing this expression to the one-switch expression, where \( \phi(y) \) is monotonic, gives

\[
u(x, y) = g_0(y) + g_1(y)(f_1(x) + f_2(x)\phi(y)).
\]

Hence,

\[
u(x | y) = (f_1(x) + f_2(x)\phi(y)). \quad (29)
\]

Without loss of generality, we can also assume that \( \phi(y^0) = 0, \phi(y^*) = 1 \) because any scale or shift parameters can be added to the functions \( f_1(x), f_2(x) \).

By direct substitution into (27), we have

\[
f_1(x) = u(x | y^0).
\]

Therefore,

\[
f_2(x) = u(x | y^*) - u(x | y^0).
\]

Hence,

\[
\phi(y) = \frac{u(x | y) - u(x | y^0)}{u(x | y^*) - u(x | y^0)},
\]

which must be monotonic in \( y \) if \( u(x | y) \) is monotonic in \( y \), and (from Theorem 1) cannot depend on \( x \).

Proof of Proposition 3.2. The proof follows the same necessity steps of Theorem 1. For 2-switch, we need any \( 4 \times 4 \) portion of the matrix to be singular, and \( X \) is \( Y \) implies there does not exist \( y_0 < y_1 < \cdots < y_{n+1} \) such that \( \text{sign}[\theta(y)] = (-1)^i \). For this to occur, any \( (n + 2) \times (n + 2) \) portion of the \( V \) matrix above must be singular, which implies that

\[
V_{n+2}(y) = \sum_{i=1}^{n+1} \alpha_i(x_{A_1}, x_{A_2}, \ldots, x_{A(n+2)}, x_{B(n+2)} V_i(y).
\]

Referring back to the definition of

\[
V_{n+2}(y) = u(x_{A(n+2)}, y) - u(x_{B(n+2)}, y),
\]

gives

\[
u(x_{A(n+2)}, y) - u(x_{B(n+2)}, y) = \sum_{i=1}^{n+1} \alpha_i(x)V_i(y). \quad (30)
\]

Denote

\[
x_{B(n+2)} = x_0, x_{A_1} = x_0 + t_1, u(x_0, y) = g_0(y), V_i(y) = g_i(y).
\]

Rearranging gives

\[
u(x_0 + t_{n+2}, y) = \sum_{i=1}^{n+1} \alpha_i(t_1, \ldots, t_{n+2})g_i(y) + g_0(y).
\]

Further define

\[
x = x_0 + t_{n+2}, \quad \delta_i^{t_1, \ldots, t_{n+2}}(t_{n+2}) = \alpha_i(t_1, \ldots, t_{n+2}).
\]

\[
f_i(x) = \delta_i^{t_1, \ldots, t_{n+1}}(x - x_0).
\]

Substituting gives

\[
u(x, y) = \sum_{i=1}^{n+1} f_i(x)g_i(y) + g_0(y).
\]

Proof of Proposition 4.1. [X MII Y] \( \Rightarrow \) [X MD Y]. If \( f(y) \) is monotone in \( y \), then \( u(x | y^0) + f(y)[u(x | y^*) - u(x | y^0)] \) must be monotone in \( y \).

Proof of Proposition 4.2. [X 1S Y] \( \Rightarrow \) [X MD Y]. From (29), X 1S Y implies \( u(x | y) = (f_1(x) + f_2(x)\phi(y)) \), which is monotonic in \( y \) since \( \phi(y) \) is monotonic.

Proof of Theorem 2. First we show that X 1S Y \( \Rightarrow \) X MTD Y. It is evident that X MTD Y \( \Rightarrow \) X 1S Y. Now we show the other direction. If X 1S Y, then \( u(x | y) = (f_1(x) + f_2(x)\phi(y)) \). This implies that

\[
\text{Eu}(\tilde{x}_1 | y) - \text{Eu}(\tilde{x}_2 | y) = f_1 + f_2\phi(y),
\]

where \( f_i = \text{E}(f_i(x_1) - f_i(x_2)) \). Because \( \phi(y) \) is monotonic, then \( \text{Eu}(\tilde{x}_1 | y) - \text{Eu}(\tilde{x}_2 | y) \) is monotonic with \( y \). Hence, X 1S Y \( \Rightarrow \) X MTD Y, and therefore X 1S Y \( \Leftrightarrow \) X MTD Y.

We now show that X MII Y \( \Leftrightarrow \) X 1S Y. From (29), if X 1S Y, we have

\[
u(x | y) = f_1(x) + f_2(x)\phi(y)
\]

\[
= u(x | y^0) + [u(x | y^*) - u(x | y^0)]\phi(y)
\]

\[
= u(x | y^0)[1 - \phi(y)] + u(x | y^*)\phi(y),
\]
which is by definition the notion of X MII Y. The reverse
direction is straightforward, and thus the two formulations
are equivalent.

**Proof of Theorem 3.** First we recall that one-switch
independence in any direction is equivalent to monotone
interpolation independence in that direction. Mutual one-
switch independence is by definition equivalent to mutual
monotonic interpolation independence. Bell (1979) shows
that mutual interpolation independence holds if and only
if Equation (9) holds. Note that this equation can also be
written as

\[ u(x, y) = g_0(y) + g_1(y)[f_1(x) + f_2(x)\phi(y)], \]

where

\[ g_0(y) = u(x^0, y) = a_2u(y | x^0); \]
\[ g_1(y) = u(x^*, y) - u(x^0, y) = [a_1 + (1 - a_1)u(y | x^*) - a_2u(y | x^0)]; \]
\[ f_1(x) = u(x | y^0); \quad f_2(x) = u(x | y^*) - u(x | y^0). \]

Moreover,

\[ u(x | y) = \frac{u(x, y) - u(x^0, y)}{u(x^*, y) - u(x^0, y)} = u(x | y^0)(1 - \phi(y)) + u(x | y^*)\phi(y) \]
\[ = u(x | y^0)\left\{ \frac{a_1 - ku(y | x^0) + (k - a_1)u(y | x^*)}{a_1 + (1 - a_1)u(y | x^*) - a_2u(y | x^0)} \right\} \]
\[ + u(x | y^*)\left\{ \frac{k-a_2u(y | x^0) + (1-k)u(y | x^*)}{a_1 + (1-a_1)u(y | x^*) - a_2u(y | x^0)} \right\}. \]

Hence,

\[ \phi(y) = \frac{(k-a_2u(y | x^0) + (1-k)u(y | x^*)}{a_1 + (1-a_1)u(y | x^*) - a_2u(y | x^0)} \]

must be monotonic in y for X IS Y to hold. Similarly, writ-
ing out the expression for u(y | x) shows that the function

\[ (k-a_1)u(x | y^0) + (1-k)u(x | y^*) \]
\[ a_2 + (1-a_2)u(x | y^*) - a_1u(x | y^0) \]

must be monotonic in x for Y IS X to hold.

**Proof of Theorem 4.**

**Sufficiency:** If \( u(x, y) = f_1(x) + f_2(x) + \phi_1(x)\phi_2(y), \) then

\[ \text{Eu}(\tilde{x}_A, y) - \text{Eu}(\tilde{x}_B, y) = f_1(\tilde{x}_A) - f_1(\tilde{x}_B) \]
\[ + [\phi_1(\tilde{x}_A) - \phi_1(\tilde{x}_B)]\phi_2(y). \]

This equals zero only once for arbitrary lotteries if and
only if \( \phi_2(y) \) is monotonic. The same applies for lotteries
over y. Similarly, if \( u(x, y) = u_1(x)u_2(y)[1 + \phi_1(x)\phi_2(y)], \) then

\[ \text{Eu}(\tilde{x}_A, y) - \text{Eu}(\tilde{x}_B, y) = u_1(\tilde{x}_A)(u_1(\tilde{x}_A) - u_1(\tilde{x}_B)) + [u_1(\tilde{x}_A)\phi_1(\tilde{x}_A) - u_1(\tilde{x}_B)\phi_1(\tilde{x}_B)]\phi_2(y), \]

which equals zero only once if \( u_2(y) \) does not change sign and \( \phi_2(y) \) is mono-
tonic. The same applies for lotteries over y.
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